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Using the Xbox Kinect Sensor for Positional Data Acquisition
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The Kinect sensor was introduced in November 201 Mlerosoft for the Xbox 360 video game system.eTh
sensor unit is connected to a base with a motonireat. It was designed to be positioned aboveadow a video
display and to track player body and hand movemien8D space, which allows users to interact with Xbox
360. The device contains a RGB camera, depth sel®dight source, three-axis accelerometer andtirantay
microphone, as well as supporting hardware thatallthe unit to output sensor information to aremdl device.
In this article we evaluate the capabilities of ieect sensor as a data acquisition platform fee in physics
experimentation. Data obtained for a simple pentyla spherical pendulum, projectile motion and arneing
basketball are presented. Overall, the Kinecbimél to be both qualitatively and quantitativelgfus as a motion
data acquisition device in the physics lab.

. INTRODUCTION

The use of imaging technology to capture motionadat the physics lab has a long history. Intensive
pedagogical use dates back to at least the useotes and moving objects with blinking lights (etlge widely
used “blinky”)! The visual record of the experiment was creatittl & Polaroid Land camera using a long time
exposure setting. As technologies have been dgedland become more affordable, they have beemnpoied
into the physics lab. The development of videoetisgecorders (VCR) and the possibility of advagdhe video
record frame-by-frame was used for pedagogicalstigations of topics such as the underdamped penduData
extraction techniques included placing a transgaskeet on the screen and marking the sheet astbeding was
advanced frame-by-frame. Extensive pedagogicaéniads for the study of motion graphs, includingnecorded
videos, were also developgd:he development of computer video capabilities aoftware gradually simplified
data capture (Ref. 4), especially with the intrditucof point-and-click tools such as VideoPoint™.

Alongside these technological improvements, wegaiicant discussions of the pedagogical effectasnof
video techniques in improving student understandifigoarticle motion$. Video analysis techniques were also
gradually adapted for use in studying intermedjetgsics conceptsThe aforementioned imaging technologies are
limited to providing a record of one or two-dimemsal motion in a plane perpendicular to the linsight. Scaling
image distances to real world distances may be ddtiea reference object of known size in the imagether
motion tracking technologies have been developeghnallel with imaging technologies. For examplitasonic
motion detectors have been used extensively indnftrtory physics labs. In some ways, motion detsathallenge
video analysis in terms of pedagogical effectivefiebhe limitations of video analysis include the 3@nfies per
second (fps) video standard. This temporal regolus adequate for video playback, but it can lien in motion
studies. As has been noted by users, 30 fps c&e m@cise numerical differentiation to obtain wities and
acceleration difficult. Alternative techniques providing much higher tenapoesolution but lacking video images
have been available for some tifiéffordable high-speed cameras capable of up td P8, such as the Casio
EX-FH20 have become available recently.

As has been the case with many previous techreabginovations, The Kinect sensor for the Xbox $&eo
game system has potential applications in the physiboratory. The Kinect sensor was introducebtlanember
2010 by Microsoft. The sensor unit is connected tzase with a motorized pivot. It was designedegbsitioned
above or below a video display and to track pldyaily and hand movements in 3D space, which allcsessuto
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interact with the Xbox 360. The Kinect contains &HR camera, depth sensor, IR light source, threg-axi
accelerometer and multi-array microphone, as welsapporting hardware that allows the unit to ougrnsor
information to an external device. In this artisl® evaluate the capabilities of the Kinect sers®ra data
acquisition platform for use in physics experiméinta Several sample experiments demonstratingé¢hsor's use
in acquiring positional data are provided.

1. SENSORS

The RGB and depth images from the unit are of getahterest for the purposes of this paper. Th& RGd
depth hardware used in the Kinect were developedPtijeSens& Both the RGB and depth images have a
resolution of 640 x 480 pixels. The unit genera@d¥GB 8-bit color graphics video stream. The urdépth image
sensing hardware provides 11-bit depth data foh egigel. A PrimeSense patent (Ref. 11) notes that t
“technology for acquiring the depth image is basad.ight Coding™. Light Coding works by coding teeene
volume with near-IR light.” A near-IR light souremd diffuser are used to project a speckle patiata the scene
being assessed. An example image of the speckierpand a discussion of its properties are avieifdb The
image of the speckle pattern that is projected ant@bject is then compared with reference imagedentify the
reference pattern that correlates most strongly wie speckle pattern on the object. This processiges an
estimate of the location of the object within tlemsor’'s range. Cross-correlation between the spgxktern on the
object and the identified reference pattern is theed to map the object’s surfdteNote that the RGB and depth
sensors are offset from one another in the Kinedt by approximately 2.5 cm, yielding offset viewipts. A
viewing transformation must be applied to allow timages generated to have the same point of view.

Estimates of the Kinect depth sensor’s rangingtliwary from 0.8-3.5 m (Ref. 13) to 0.7-6.0 m (Ré#).1The
angular field of view for both the RGB and deptins®s’ is approximately 57° horizontal by 43° veati™ Both
sensors acquire data at the rate of 30 framesggend (fps). The Kinect uses a USB type A connestich may
be attached to a personal computer (PC) with UPBtinapability.

Software that allows the device to be connected RC has been available since December, #310These
software suites allow data to be acquired by tims@eand manipulated independently of the Xbox ggminit. The
authors have utilized and modified the aforememtibisoftware to process Kinect output and acquiee 3B
positional data discussed in this paper.

1. DEPTH SENSOR EVALUATION

Depth sensor data was first evaluated by colleativg data using the Ajax software suteRaw depth data
(Draw) from the Kinect is provided in an 11-bit form, tlvia potential range of values 0-2047. A test range
consisting of a composite grid of 0.15 m squargdtwr was evaluated. Measurements collected frorKitiect unit
on the targets verify that the Kinect distance meaments are aligned in a rectangular grid witlpees to the
horizontal, vertical and depth planes. From thesasurements, a regression equation relating rah degmsor
values D.,,,) and actual depthD(,...s) Was developed:

B

Dmeters = -D ’
.BO raw

Bo =1090.7+0.2, B, =355.1+05 (1)

A plot of observed depth data values and the eguaibove is presented in Fig 1. It is of note thatraw depth
values for depths of 0.6 m to 4.3 m are approximd@B0 to 1000, utilizing considerably less tharedralf of the
available 0 to 2047 range. The sensor vendor'sisientation (Ref. 13) specifies a 1 cm depth resniuat 2 m.
Our evaluation confirms this statement. Howeverth@sdepth increases, the device’s resolution dseeas the
reciprocal of the distance. At a depth of 4 m, tesolution is reduced to approximately 2.7 cm. Tdhange in
resolution at greater depths is directly due torétationship betweeD,,,, andD,eters @s defined in Eq. (1).
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The unit’'s performance was also evaluated with @peenNI software suite which uses software companent
from PrimeSens®. This software provides processed dedfy {cesseq) iINformation, reporting depth values over a
range of 0 to 10,000. Using an evaluation techngjoelar to the one used in the previous evaluatrassessing
the raw data, the processed depth data was foutdwe somewhat poorer resolution characteristias those
found using the raw data from the Ajax suite. Apttléncreases, the resolution in the horizontal eertical planes
is also reduced. This is illustrated in Fig. 2. @ moves further away from the Kinect sensor (faepth A to
depth B in Fig. 2), the area represented by eatheo640 x 480 sensor pixels increases as a fumofiaistance,
reducing resolution. Any two objects appearing mith single sensor pixel-cell are indistinguishatBased on
Dprocessea MEASUrements, a regression equation relating ggededepth sensor values versus depth was generated
as:

Dmeters = B1(Bo + Dprocessed) »  Bo = 0.004+0.003, B, = 0.001007 + 0.000001 )

Processed depth values reported by the OpenNIassentially present depth in mm, so a user tramsfiion to
a linear depth scale is not required. Therefore, @penNI suite defines a depth range of 0-10 ntiveldo the
Kinect unit. Provided in Fig. 3 is a plot of thesodution values for the horizontal and verticalnga as well as for
the depth measurements. Depth resolution valueg farand 4 m distances were found to be 1.1 cmdadiacm
respectively. Based on depth information and thettdsensor field of view, resolution in the horitairand vertical
planes was calculated. Both horizontal and vdrtiesolutions vary from 0.35 cm to 0.70 cm at 2 nd & m,
respectively.

Although the OpenNI suite exhibits poorer deptlohason than using the raw data values from thexAjaite,
several features built into the OpenNI suite makedre desirable as a data collection tool. Theskide individual
image time-stamp information as well as a builtdewing transformation allowing the depth and RG®ages to
have the same point of view. The OpenNI softwaas wsed in all subsequent evaluations.

IV.MAPPING THE KINECT TO A 3D EXPERIMENTAL REGION

The Kinect output naturally lends itself to the wde 3D rectangular coordinate system (see Fig.&yen the
aforementioned depth range of 0-10 m and a seredr\iew of 57° horizontally and 43° verticall\hi$ naturally
defines an experimental space of 12 m inddérection, 9 m in the direction, 10 m in the negatiwzdirection. For
convenience, the coordinates of the Kinect sensibrave defined to bex(= 6 m,y = 4.5 m,z= 0 m) with respect to
the experimental space. The following equations rdapect outputs (depth and pixels) to the followiright-
handed 3D coordinate system:

Dprocessed (3)

Zmeters — — W'
639 57°\ z .
merrs = 6= 2 (Pively = == an (2-) 5 @
479 43°\ 7 .
s = 45 =2(479 = Pixl, = == an () . Q

Pixel, and Pixel, represent a single pixel in thg-plane associated with a depth measurement. Natebth
convention, the pixels are numbered horizontalymfrO to 639 and vertically from 0 to 479, with tbegin
positioned in the upper left hand corner of thedesm The 3D coordinates calculated in this wayimra single
octant.

The Kinect's 3D rectangular coordinate system fegas and rotates rigidly with the Kinect unit’demtation.
In our experimentation, alignment in all three aness accomplished using dm x 1 m target in the shape of a
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Greek cross with equal sized arms mounted on alatdn(see Fig. 2). First, the target is alignedd to the
Earth’s surface using a simple bubble level. Theekt unit is then positioned so that the targéevel, centered
and at a constant depth when viewed by the Kinttough not necessary, the Kineckg andyz-planes may be
made to coincide with the walls of a rectangulgrezimental space by initially positioning the targquarely in the
experimental space.

V. TIMING CONSIDERATIONS

Using a PC for real-time data acquisition can lmbjgmatic. Data acquisition devices are typicaitpiemented
using dedicated real-time processors that have Hesigned to acquire data in a lossless fashioadbasa the
desired rate of data capture. PC operating sysamshe other hand were not designed to minimizéntim
variability (timing jitter) with respect to complag tasks. From a typical PC users’ perspectiveatians in timing
of multiple milliseconds are of little concern. Wever, these timing variations in data acquisitoay have a
significant effect on the interpretation of results

The Kinect output is organized into frames consgstbf RGB and depth images. The OpenNI softwaree sui
provides captured frame numbering as well as fréimestamp information (reported in units of*18). One
thousand data frames were captured and the timpst#ormation analyzed. The average frame to freaqgture
time was calculated as 0.033338 s, with an expeahe 0f0.033 s based on a 30 fps acquisition rate. Maximum
frame to frame jitter was found to be™8. Based on this analysis, timing correctionslmamade, but may not be
necessary for most experimentation.

PC processor speed also plays a role in the aldiycquire data in a lossless fashion. When a fuatae is
collected from the Kinect, it must be fully procedsbefore the information from the next data frata@m be
acquired. Failure to keep pace with the Kinect'tadgeneration rate will result in lost or corrupt@gta. In our
experimentation, both RGB and depth images wer&uoagh and stored on disk for later post-processivig.found
that buffering Kinect output was necessary in otdeminimize data loss over extended periods oktigreater
than several seconds). It was also noted that aiBFOmultiple cores and a processor speed of grelada 2.8 GHz
assured that data loss would not be an issue fet experimentation.

VI.EXAMPLE EXPERIMENTS

The Kinect was used to digitize several motions mmmly studied in physics. The purpose of these
experiments is to assess the real-world effectisgioé the Kinect in gathering motion data. Dattaied from the
unit was evaluated with regard to its ability t@guce qualitative motion patterns and quantitatesults that can
be compared to values generated by commonly uséeditpies.

The first experiment was the simple pendulum Whg constrained to swing in a plane. The pendubain
consisted of a metal ball with a radius 2.6 cm aras$s 0.5 kg. The lengthof the pendulum is (2.30£0.01) m. In
the first trial, the plane of the pendulum was padticular to the line of sight from the Kinect,. iie thexy-plane as
previously defined. In this type of experiment, thajority of the motion is along theaxis with some motion in the
y-axis direction as well. The coordinate as a function of time is presentedign &. This transverse motion is what
is commonly digitized in a video clip using Loggero (Ref. 17) or similar software. The Kinect dataarly
demonstrates the periodic motion of the bob with-defined maxima and minima.

In a second trial of the simple pendulum experimg plane of the pendulum was in tfaeplane. In this case,
the Kinect is providing motion data along theaxis, data that is not readily obtainable fromeaddigitizing
software. Fitting a sinusoidal curve to the datavahthe period for they-plane andyz-plane pendulums to be
(3.0635+0.0004) s and (3.0624+0.0004) s, respdygtivdiis compares favorably with a period of (3.80207) s
calculated from the small-angle simple pendulunmigda:
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The angular amplitude of the oscillations in bathal$ was (15+1)°. Including the finite amplitudercection
(Ref. 18) to Eq. (6), results in a predicted pend3.055+0.008) s.

The second experiment consisted of a spherical ydlemd wherein the bob is free to move anywhere on a
spherical surface defined by the length of thengtriFor small amplitudes, the pendulum bob’s nmottopredicted
to consist of separate sinusoidal oscillations @lthe x andz directions with the same period as given by E}. (6
The two oscillations generally have different amygles, resulting in an elliptical orbit in tke-plane. In practice,
deviations from the idealized small-amplitude pdoduproduce an approximately elliptical orbit trddes not
quite close on itself and precesses. For examptée case of a Foucault pendulum, the penduleogsses due to
the Earth’s rotation. With traditional video cagutechniques, a camera would be mounted abovelowkihe
spherical pendulum. Space limitations would mdkéa acquisition difficult and prone to parallastditions.
With careful alignment, the Kinect can provide matidata for this pendulum as well. A plot of thetion in the
xz-plane is presented in Fig. 5. The pendulum boltodiockwise in the figure. Two complete orbitpamted by 4
minutes are displayed, with the larger ellipse espnting the earlier orbit. The decreasing sizehef orbit
demonstrates the decay of the amplitudes. The gsxeis in the clockwise direction in Fig. 5 with average rate
of (78+2)° per minute.

A third experiment that lends itself to qualitatimad quantitative analysis is projectile motionheTprojectile
was a wooden ball with a radius 3.6 cm and a mass8Gkg which was tossed several times acrosstandis of
approximately 3 m. The motion was executed inxjaplane to evaluate the Kinect's ability to analyznsverse
motions. In a second trial, the motion was therceted in theyz-plane to evaluate the Kinect's unique ability to
analyze motion with a normal component, i.e. altrggsensor unit’s line of sight.

Projectile motion can be described either as indéget horizontalX or zZ) and vertical ) motions in terms of
time or as a trajectory through space with theiea@rimotion plotted versus the horizontal motioim the first trial
the motion is in they-plane, it is predicted to follow the standard etprest
)

X = xO +vx0t

and

1 (8)
Y= Y +vy0t—§gt2.

The motion can also be analyzed directly in terinthe trajectory through space, i.e. when timeliimieated
the trajectory is predicted to follow:

v g
Y=o +_y0(x_x0)__2 (x —x0)?. ©)
Vyo 2v%,

The dependence of both the horizontalind verticaly motions on time is plotted in Fig. 6. Thesersust plot
displays the linear behavior predicted by Eq. (#thwn estimate of,,=(402+2) cm/s. Thg versust plot displays
the quadratic behavior predicted by Eq. (8) wjt{980+30) cm/S This compares favorably to data collected using
video digitizing software. The projectile motiontlmeyz-plane can also be described using Eqgs. (7)-(9gphlacing



17AUG2011 - Ballester/Pheatt - 6

x with z. As before, analyzing theversug linear relationship produces an estimate,o£(364+3) cm/s. Analyzing
they versust quadratic relationship produces an estimatg=§960+20) cm/s

The final experiment consisted of tracking a senédounces executed in the-plane using an extremely
overinflated basketball. The positional data issented in Fig. 7. The motion between bounces pigaizd to
follow a standard parabolic trajectory as describgdEq. (8). The individual trajectories were edithwith a
qguadratic equation which is displayed in Fig. 7eTihdividual fits were then used to estimate theimam height
reached between consecutive bounces. The dottec dor Fig. 7 is fit to connect the successive maxim
Comparing successive heights can be used to ctddhla coefficient of restitutioa for the basketball according to
the relation

hn+1 (10)

whereh,.; andh, are successive heights. Based on the éa@977+0.006 for all the bounces. As expected, ithis
higher than the coefficient of restitution of 0.78a3 associated with regulation basketb#lls.

VII. CONCLUSIONS

The Kinect provides an inexpensive option for adqgi 3D positional data with a time base. The
experimentation performed shows that meaningfuligiiae and quantitative data can be acquired amalyzed.
The device has limitations with respect to spatial temporal resolution (data acquisition rateGofi&), and object
size and speed need to be carefully considered désigning an experiment. Overall the Kinect hesrbfound to
be an effective device with the potential for rdpicquiring data in many diverse situations.

The software used in generating the results preddmdre is available from the authors.
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Fig. 1. Calibration curve for raw depth sensor eal(D,,).
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Fig. 2. Kinect alignment and resolution in the expental space. The coordinates of the Kinect senso
unit are defined to be (x = 6 m, y = 4.5 m, z =)0with respect to the experimental space.
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Fig. 3. Kinect spatial resolutions for the horizdhtertical &/y) plane and depttz).
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Fig. 4. Transverse oscillations of the simple péumaiu
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Fig. 5. Two orbits of the spherical pendulum sefgataby 4 minutes. The precession is in the
clockwise direction with an average rate of (7842f minute.
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Fig. 6. The verticaly) and horizontalX) motions of the projectile.



y (m)

17AUG2011 - Ballester/Pheatt - 14

501

2 3 4 5
Time (s)

Fig. 7. The vertical motion of a bouncing baskdtb@he floor is at approximately=3.1 m.



